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The Problem

e Lack of predictability in run times
e Harder to optimize code
e Wide range of causes



Proposed Solution

e Analysis of the relevance of factors to variability on Dragonfly
e Create away to predict variability
e Why Dragonfly?



Context

e FocusonCray XC
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Fig. 2. The dragonfly network configuration in Cray XC systems.




Data

e Ran4programs:

o AMG
o MILC
o miniVite
o UMT

e Considered Data:

o Performance stats
o Location



Computation vs. Communication
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Fig. 4. Time spent in computation and communication, and in different MPI routines in AMG (left plots) and MILC (right plots) on 512 nodes.
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Fig. 5. Time spent in computation and communication, and in different MPI routines in miniVite (left plots) and UMT (right plots) on 128 nodes




Applying the Data

e Measured:

Other running jobs
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Prediction Model

Yhu(te) =P ({X(OHZ; ) » Where yiy(te) :




Results

e Slowdown from...
o Other jobs
o Endpoint congestion
e Forecasting Model

o Low MAPE
o Better as more runs are completed



