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Contributions

● Creation of a new generic state representation called SEM for RL driven scheduling
○ Captures state of scheduling environment in fixed-size vector

○ Uses new method for capturing system state

○ Two methods for creating fixed-size vectors (Zero-padding and K-largest-job)

● Evidence showing that SEM outperforms traditional vector-based models

● Future Work
○ Expanding SEM to work for multi-resource scheduling


