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Setting

Types of tasks:
• Asynchronous: can execute independently of each other (top of pg 9) 
• Synchronous: have dependencies or that interact (?)
• Concurrent: execute at the same time (top of pg 9)

Resources: bounded numbers of CPUs and GPUs

Application: ML pipelines with simulations, aggregation,
 training, and inference stages (and interactions)



Benefit of asynchronicity
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Sequential time:
    500+1000+2000+2000+1000+4000 = 7500s

Using asynchronicity:
    500+max(1000+2000+2000, 1000+4000) = 5500





Contributions

• An asynchronous implementation of DeepDriveMD, a framework to 
execute ML-driven molecular-dynamics workflows on HPC platforms 
at scale
• A performance evaluation of asynchronous DeepDriveMD
• A model of asynchronous behavior
• A general performance evaluation of that model for workflows with 

varying degrees of asynchronous execution


